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Abstract - ADSL provides up to 8 Megabits (Mbps) downstream and 

1 Mbps upstream, insufficient for many applications. The trans-

mission of High Definition Television (HDTV) requires nearly 20 

Mbps with current compression techniques, far exceeding the ca-

pabilities of a single ADSL circuit. Numerous link aggregation 

models have been developed to combine multiple transmission 

channels into a single, high-speed connection. Some of these 

models will operate with ADSL, but require constraints on link 

rates or introduce significant additional overhead. In this paper, 

we propose a new link aggregation model for ADSL that operates 

with any combination of circuit rates, supports dynamic link rate 

changes, and requires minimal overhead. We implemented this 

model using standard ADSL equipment and measured perform-

ance under a variety of conditions. Our implementation provided 

a data rate of 20 Mbps at 13,500 feet using four ADSL circuits, 

with very low latency and jitter. We also tested this model with 

ADSL2 and ADSL2+ transceivers, demonstrating aggregate data 

rates of 35 Mbps with two circuits and up to 70 Mbps with four cir-

cuits.  

 
 
 

I.  INTRODUCTION 

 
   In recent years, tens of millions of ADSL [1] (Asymmetric Digi-
tal Subscriber Line) circuits have been deployed throughout the 
world, delivering high-speed access to the Internet and private 
data networks. ADSL operates on existing copper telephone cir-
cuits, providing higher bandwidth towards the subscriber than 
towards the network. The maximum bit rate varies with circuit 
length, ranging from 8 Mbps downstream at shorter distance to 
approximately 2 Mbps at 18,000 feet. Two enhancements to 
ADSL have recently been standardized: ADSL2 [2] and ADSL2+ 
[3]. The maximum downstream rate for ADSL2 is 12 Mbps, and 
24 Mbps for ADSL2+. This additional bandwidth diminishes 
with circuit length, converging to standard ADSL link rates at 
10,000 to 12,000 feet. Even with these enhancements, many ap-
plications require more bandwidth than a single ADSL circuit 
can deliver. The transmission of High Definition Television 

(HDTV) with MPEG-2 compression requires nearly 20 Mbps [4]-
[6], more than twice the maximum rate of an ADSL circuit.  
   Link aggregation models have been developed for a variety of 
circuit types. These models provide higher bandwidth by com-
bining multiple transmission channels into a single, logical con-
nection. In this paper, we propose a new link aggregation model 
for ADSL that provides unlimited bandwidth, low latency and jit-
ter, and requires minimal overhead. We introduce a novel sym-
bol-based synchronization method that supports any combina-
tion of link rates in the group. We develop protocols to manage 
data partitioning and reassembly, adjust to dynamic link rate 
changes, and support link addition and removal.  
   We implemented this model using standard ADSL transceivers 
and measured performance under a variety of conditions. HDTV 
encoded at 20 Mbps was successfully transmitted over four 
ADSL circuits at a distance of 13,500 feet. We also tested this 
model with ADSL2 and ADSL2+ transceivers, demonstrating 
data rates as high as 70 Mbps. In addition to bandwidth re-
quirements, some applications are sensitive to the latency and 
jitter of a network connection. ITU-T Recommendation G.114 [7] 
specifies a maximum one-way delay of 150 milliseconds for the 
transmission of high-quality voice service. The maximum end-to-
end latency of our system was less than 37 milliseconds, and jit-
ter ranged from 11.9 to 25.3 milliseconds.   
 
A.  Existing Link Aggregation Models  
  Link aggregation models have been developed for a variety of 
transmission channels, including HDSL, ISDN, ATM, SHDSL, 
Frame Relay, PPP, and Ethernet [8]-[13]. The models range from 
physical layer coupling with rigid link constraints, to data flow 
multiplexing across independent, heterogeneous connections. 
Each of the models share a common set of properties: data is re-
ceived and partitioned, transmitted across multiple links, and re-
assembled at the opposite endpoint. These models also differ in 
a number of ways. Some require identical links, others support 
different link types or bit rates. Data can be partitioned at multi-
ple levels within the network protocol hierarchy, and some mod-
els support link addition and removal. Current link aggregation 
models can be classified into three categories based on the layer 
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they occupy in the ISO/OSI Network Model [14]: bonding mod-
els, frame-based models, and packet-based models.    
   Bonding models require identical link rates, and perform link 
aggregation at the physical layer, operating on bits or bytes of 
data. Dual duplex High-Bit-Rate Digital Subscriber Line (HDSL) 
combines two 784 kbps circuits into a single 1.544 Mbps DS1 
circuit [15].  Digital Channel Aggregation (DCA) bonds multiple 
56 kbps or 64 kbps circuits into a single logical connection [16]. 
Four-wire mode Single-pair High-speed Digital Subscriber Line 
(SHDSL) bonds two identical rate circuits into a single channel, 
with a total bandwidth ranging from 384 kbps to 4.624 Mbps [10].    
  Frame-based models operate at the data link layer and use an 
underlying transport protocol to perform aggregation. Inverse 
Multiplexing For Asynchronous Transfer Mode (IMA) [9] and 
Multilink Frame Relay [13] are examples. Both models require 
identical link rates, and are subject to all the protocol overhead 
associated with the transport protocols.    
  Packet-based models perform aggregation at the network layer. 
Packets from a single data flow may be transported over a single 
link (load balancing), or may be demultiplexed across multiple 
links. The links may have different transmission characteristics 
in some cases, and individual packets may be fragmented to im-
prove performance. PPP Multilink (ML-PPP) [11] and 802.3ad 
Ethernet link aggregation [12] are two examples of packet-based 
models.  
 
B.  Application of Existing Models to ADSL  
  Several existing link aggregation models can be used with 
ADSL circuits, but each one introduces some limitations. Bond-
ing is usually implemented in hardware and requires identical link 
rates. Bonding with ADSL would limit the link rate of every cir-
cuit in the group to the worst-case minimum of any circuit, and 
would require disabling features that allow dynamic link rate 
changes.  
  Frame-based models rely on an underlying transport protocol 
such as ATM (Asynchronous Transfer Mode) to perform data 
framing and synchronization, introducing significant overhead. 
ATM virtual circuits require more than 10% overhead for cell 
headers alone. Most frame-based models also require identical 
link rates.   
  Packet-based models operate at the network layer, using an 
end-to-end protocol such as PPP (Point-to-Point Protocol) [17] 
to encapsulate each packet. With an end-to-end connection, the 
aggregation group must be extended beyond the parallel circuits 
to include multiple nodes and links. The physical layer character-
istics of each ADSL circuit are decoupled from the aggregation 
model, making it difficult to control performance of the group. If 
the data traffic contains mixed packet sizes, an additional frag-
mentation and reassembly protocol may be required to improve 
performance. Packet-based aggregation models cannot guaran-
tee good performance when used with ADSL circuits.  

 
 
 

II. PROPOSED SOLUTION 

 
  In this section we describe a new link aggregation model for 
ADSL that operates just above the ADSL physical layer, sup-
ports any combination of link rates, and provides nearly 100% 
utilization of each circuit in the group. This model requires mini-
mal overhead, and the endpoints use local link state information 
to accommodate dynamic rate changes.   
 
A.  Symbol-Based Synchronization and Framing 
  Packets received at each endpoint are partitioned, striped 
across multiple symbol payloads, and transmitted over multiple 
ADSL circuits to the opposite endpoint. Reassembly of the 
original data stream requires synchronization and framing across 
links to identify the original byte order. We propose a new sym-
bol-based synchronization method for this purpose.  
  ADSL transceivers use DMT (Discrete Multitone) to transmit 
data and control information. The transmission spectrum is parti-
tioned into multiple orthogonal subcarriers, each with a fixed 
bandwidth of 4.3125 kHz. Data is encoded into a single DMT 
symbol transmitted over all subcarriers once every 250 micro-
seconds. The symbol rate (4 kHz) is fixed regardless of link rate, 
but the payload capacity of each symbol varies as the link rate 
changes. Our synchronization model takes advantage of this 
property to perform aggregation with any combination of ADSL 
link rates. A synchronization marker is inserted periodically on 
each ADSL circuit, consuming the payload of a single DMT 
symbol per link. Markers are transmitted at approximately the 
same symbol period on each circuit. After each marker, a fixed 
number of DMT symbols containing application data blocks are 
transmitted, as shown in Fig. 1.  Each ADSL transceiver at an 
endpoint may derive timing independently, leading to phase or 
frequency variance across links. Phase variance is compensated 
for in the receiver buffering, but significant frequency variance 
requires some compensation method.  
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Fig. 1. Symbol-based synchronization model. 
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B.  The Group Control Protocol 
  In addition to symbol-based synchronization, we introduce a 
framing structure to provide data sequence information to the 
receiver. Frames begin with the transmission of a marker on each 
link, followed by a fixed number of data symbols. The next frame 
begins with a new set of markers. The framing structure is shown 
Fig. 2.  
  To support framing and group operations, we developed a 
Group Control Protocol (GCP) that relies on the exchange of 
messages transmitted in-band between endpoints. The format of 
a GCP message is shown in Fig. 3. The Information Channel (IC) 
is used to communicate state, configuration, and control mes-
sages between endpoints. The IC uses a four byte multi-
message data structure, as shown in Fig. 4. 
The inbound data stream is partitioned into blocks of bytes that 
match  the symbol payload size of each link in the group. Parti-
tioning and link allocation occurs in round-robin link order, and a 
single packet may be striped across multiple links and symbols. 
The receiver stores each block received in individual link buffers, 
and reconstructs the original byte stream after a complete GCP 
frame has been received. This operation is shown in Fig. 5. The 
buffering mechanism compensates for constant variance in sym-
bol arrival time across links. If timing  across links varies in fre-
quency, frame arrivals will drift over time. We propose an idle 
symbol stuffing mechanism to compensate for timing frequency 
variance, similar to cell stuffing in the IMA model. Compensation 
is requested by the receiving endpoint using the Information 
Channel in the GCP message structure. 
 A GCP group may be in one of the four different states: Down 
(DN), Starting (ST), Active-1 (A-1), or Active-N (A-N). The state 
transition diagram for a GCP group is shown in Fig. 6. Each 
ADSL link may be in one of five different states: Not in Group, 
No Sync (NGNS), Not in Group, Sync (NGS), In Group, No Sync 
(IGNS), In Group, Sync (IGS), or Active (ACT).  The state transi-
tion diagram for a link is shown in Fig 7.  
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Fig. 2. GCP framing structure, with markers (M), 

padding (P), and data blocks. 
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Fig. 3. GCP message format 

 
 

ADSL circuits in a group are configured to operate at the maxi-
mum link rate available. When a circuit is initialized, the trans-
ceivers analyze circuit conditions and select highest link rate the 
circuit will support. Multiple circuits between two endpoints may 
operate at the same or different rates. ADSL transceivers may 
also change the link rate dynamically through Dynamic Rate 
Adaption (DRA). Each time a link rate changes, the new payload 
size must be reflected in the data partitioning and reassembly 
operations. The endpoints make these adjustments based on lo-
cal link state available from the transceivers. 
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Fig. 4. Information channel message format. 
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Fig. 5. Reassembly of original data stream. 
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Fig. 7. Link state transition diagram. 

 
C.  Strengths of This Model 
  This link aggregation model provides higher performance and 
more flexibility than existing models when used with ADSL. The 
model supports any combination of link rates in the group, al-
lows link addition and removal, and adapts to dynamic link rate 
changes. Overhead is minimal, and each link is fully utilized, re-
gardless of link rate. The model operates with standard ADSL, 
ADSL2, and ADSL2+ transceivers, and does not require addi-
tional protocols such as PPP or ATM. 
 
 
III.  IMPLEMENTATION AND PERFORMANCE MEASUREMENTS 

  
A.  Implementation Architecture  
    We implemented a four circuit version of this model with stan-
dard ADSL transmission equipment. We used two computers to 
provide the aggregation endpoints, each equipped with five 
Ethernet Network Interface Cards (NIC). Up to four NICs were 
connected to ADSL circuits, and the fifth was connected to a 
traffic generator and analyzer. Both endpoint  computers ran 
software we developed to perform data partitioning, reassembly, 
and GCP protocol processing. The transceivers only supported 
ATM bearer channels, introducing 10.4 % overhead on each cir-
cuit for ATM cell headers. We measured throughput in this 
mode, and estimated performance of packet-mode transceivers 
by subtracting the cell header overhead. The ADSL circuits were 
configured as multi-protocol bridges using ATM AAL-5 encap-
sulation [18]. An overview of this system is shown in Fig. 8.  
 
B.  Performance Measurements 
 Network performance can be characterized by the latency, jitter, 
throughput, and loss rate of a connection [19]. We measured 
end-to-end latency and jitter with different packet sizes and link 
rates. Latency ranged from 23.8 to 36.3 milliseconds. Jitter ranged 
from 11.9 to 25.3 milliseconds. We measured throughput with 
ADSL, ADSL2, and ADSL2+ with different link rates, packet 
sizes, and circuit lengths. All tests were conducted with white 
noise injected on each circuit at a power level of -140 dBm/Hz. 
The results are shown in Figs. 9 through 16 and Table I.   
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Fig. 8. Implementation architecture. 
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Fig. 9. Average end-to-end latency, with four ADSL  

circuits and various link rates. 
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Fig. 10. End-to-end jitter, with four ADSL circuits  

and various link rates.   
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Fig. 11. Downstream throughput vs. link rate, four  

ADSL circuits with identical link rates. 
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Fig. 12. Upstream throughput vs. link rate, four 

ADSL circuits with identical link rates. 
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Fig. 13. Downstream throughput vs. circuit length, four  

ADSL circuits with identical link rates.   

 

 
We tested this model with a link rate variance ratio of up to 12:1, 
as shown in Table I. HDTV transmission at 20 Mbps was sup-
ported at a distance of 13,500 using four ADSL circuits, 8000 feet 
using two ADSL2 circuits, and 9500 feet using two ADSL2+ cir-
cuits (all 24 AWG wire). The  dashed lines in Figs. 13, 15, and 16 
indicate HDTV requirements.  ADSL2 and ADSL2+ link rates 
converged to ADSL at 10,000 to 12,000 feet. 
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Fig. 14. Upstream throughput vs. circuit length, four  

ADSL circuits with identical link rates. 
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Fig. 15. Downstream throughput vs. circuit length, two  

ADSL2 circuits with identical link rates.  
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Fig. 16. Downstream throughput vs. circuit length, two  

ADSL2+ circuits with identical link rates. 

 

 
Our four circuit implementation demonstrated maximum aggre-
gate bandwidth of 26.9 Mbps with ADSL, 41.4 Mbps with 
ADSL2, and 70.6 Mbps with ADSL2+. Based on experimental re-
sults, we calculated throughput for six and eight circuits, and es-
timated performance for packet mode transceivers. The results 
are shown in Table II.  
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TABLE  I 

DOWNSTREAM THROUGHPUT (KBPS) WITH  

DIFFERENT LINK RATES 

 
Link 

1&2 

Rate 

Link 

3&4 

Rate 

Link 

Rate 

Ratio 

Link  

Rate Sum 

- ATM  

Over-

head 

Through

-put  

256  

Byte 

Packets 

Through

-put 

1280 

Byte 

Packets 

8032 6016 1.33:1 25445 25100 23600 

8032 4000 2:1 21793 20800 20300 

1024 512 2:1   2782   2700   2600 

8032 1984 4:1 18142 17500 16700 

2048 512 4:1   4637   4200   4000 

8032 992 8:1 16345 15400 14500 

2560 320 8:1   5217   5000   4700 

3840 320 12:1   7535   6300   6200 
 

 

TABLE  II 

MAXIMUM DISTANCE (FEET) VS. AGGREGATION GROUP  

BANDWIDTH, 24 AWG, -140 DBM/HZ WHITE NOISE 
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IV.  CONCLUSIONS AND CONTRIBUTIONS 

 
Link aggregation models have been developed for numerous 
types of circuits. Some models will operate with ADSL, but im-
pose link rate constraints, require additional overhead, or pro-
vide limited performance. We developed a new model for ADSL 
link aggregation that operates with any combination of link rates, 
and supports the addition and removal of links from the group. 
We introduced a novel symbol-based synchronization mecha-
nism, and developed a simple and efficient protocol to manage 
this model. We constructed a four circuit implementation using 
standard ADSL, ADSL2, and ADSL2+ transceivers, demonstrat-
ing aggregate data rates of 26.9 Mbps, 41.4 Mbps, and 70.6 
Mbps, respectively. The highest end-to-end latency measured 

was 36.3 milliseconds, and jitter ranged from 11.9 to 25.3 millisec-
onds, well within the requirements for interactive applications 
such as digitized voice. The aggregation model we have devel-
oped operates with existing transceivers and line codes, and ex-
tends the use of ADSL, ADSL2, and ADSL2+ to new types of 
applications.  
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